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Abstract
Exploring the potential impact of important general courses on program-specific courses in universities can help to improve the
entire teaching and learning process for an academicmajor.However, the large number of courses andmultiple factors affecting
students’ course grades makes it difficult to reveal and analyze the complicated relationship between the two types of courses
only from a single perspective or at a single level. Thence, this paper starts with analysis of historical course grades data within
an undergraduate program and then presents an interactive visual analytic system, MVCAS, which is designed to demonstrate
and explore the various correlations between these two types of courses at different levels and from different perspectives.
The major contributions of this work include: (1) a multi-angle preprocessing of course grades data, including decomposition,
extraction and conversion; (2) multiple coordinated analysis views which make it possible to effectively explore the overall,
categorical and pairwise course correlations and further link courses with students, instructors and semesters together; and (3)
a top-down correlation analysis process for general courses and program ones. The effectiveness and usefulness of MVCAS
have been preliminarily demonstrated through a case study, in which the field experts use this tool to investigate different levels
of correlations between the focused mathematics and program-specific courses in a computer science major comprehensively.

Keywords General and program courses · Multi-perspective · Multi-level · Correlation · Visual analytics

1 Introduction

In today’s educational institutions, although there are differ-
ent undergraduate program settings and different curriculum
compositions, especially in different regions of the world,
it is still a common and continued pursuit of each major
to improve the whole program’s quality of teaching and
learning. For such a science or engineering degree program,
there are usually dozens of courses in its curriculum. These
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courses can be further classified into different groups or cat-
egories according to their roles. For example, in most of
Chinese universities, they are commonly divided into two
different parts, i.e., the general part and specific part. The
former includes general or basic courses like mathematics,
college physics, foreign languages and cultures, etc. The
latter includes all of the program-specific courses. Except
for some free elective courses, most of general courses are
scheduled in the first or second year during 4 academic
years. Normally students are requested to take these gen-
eral courses and some program courses in a relative fixed
sequence. Against such a background, exploring the poten-
tial correlations between these two parts can provide advices
from multiple perspectives, such as helping the major-level
administrators to analyze and predict student grades in pro-
gram courses, optimize the curriculum structure and adjust
the teaching plan, and offering instructors more references
for guiding students’ studying process and optimizing course
content continuously. Although there have been some studies
exploring various factors affecting students’ performance in
college courses [1–3], the interplay between different types
of courses, especially betweengeneral parts and specific parts
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of a degree program’s curriculum, has not been demonstrated
enough.

Traditionally, analyzing course–course correlationsmainly
relies on some statistical methods, including Pearson’s coef-
ficient and regression model, which are performed in an
automatic process [4,5]. However, due to the lack of enough
interactive control on the analytical process and less effective
illustration of analysis results, these methods alone are not
enough to support comprehensive analysis ofmultiple factors
influencing students’ course grades and also cannot allow for
flexible exploration of various correlations between courses
or course groups from multiple perspectives. By contrast,
visual analytics methods employ various visual presenta-
tions, multi-view collaboration and fusion with statistics to
establish a more intuitive, sensitive and effective correlation
model [6–8]. In this way, analysts can interactively mine the
inner associationpatterns hiddenbehind the attributes ofmul-
tivariate course data and further analyze the potential causes.

In recent years, visual analytics has also made some
progress in exploring educational data. For example, the
exploration of MOOC (Massive Open Online Course) forum
data has helped instructors to discover and understand tem-
poral patterns in order to enhance the course outcome and
prepare the next release [9,10]. In a previous system called
SPVAS,wehavemade some attempts to studypotential grade
patterns implied in the traditional course data, reveal the
course or student anomalies, and reason the possible causes
[11]. However, to fully support university administrators
and instructors to perceive and identify correlation patterns
between different types of courses, the number of courses and
course types required to be analyzed will grow rapidly. Apart
from that, a more comprehensive analysis of the association
between general courses and program-specific courses also
should be made at multiple levels of course scales such as
the overall, categorical and pairwise, and from multiple per-
spectives such as students, courses, instructors and semesters.
Therefore, these will pose more and greater challenges to
visual mapping design and visual analysis.

For this purpose, this paper conducts a design study to
develop a visual analytic system calledMVCAS.This system
is based on gathered students’ grade data of all the program-
specific courses and three general math-type courses from
a Chinese university’s computer science undergraduate pro-
gram. It offers a set of novel interactive visualizations for
supporting users to explore various correlations between two
types of courses.

To begin with, the correlation analysis requirements are
extracted from three levels of details, and the original course
data are preprocessed into multiple record sets from views of
students and courses, respectively. Afterward, at the overall
level, a series of heatmap matrices are designed to repre-
sent the grade distribution of the whole program courses
fromstudents’ perspective.These heatmaps are further linked

with a group of parallel coordinates demonstrating general
courses’ grade distributions of the corresponding students.
Moreover, the pixel bar charts are designed to integrate the
statistical distributions of general courses’ grades with stu-
dents’ achievements in program courses. At the categorical
level, three interactive views, namely the polar scatterplots,
sunburst graphs and tag clouds, are designed based on
teaching classification, theme classification and association
classification, respectively. They support the exploration of
correlations between general courses and program courses
frommultiple perspectives. Furthermore, a set of radar charts
and stacked area graphs are designed for associating program
courses’ instructors and their scheduled semesters with gen-
eral courses, and identifying the course correlations from
the perspectives of instructors and semesters, respectively.
At the detailed level, the curve charts and scatterplots are
built up to allow for observing and comparing the detailed
grade distributions of courses in different contexts. In the end,
through view transformation and dynamic interaction, the
exploration processes of various correlations and potential
patterns between two types of courses on student perfor-
mance are achieved from top to down and fromwhole to part,
thus offering more intuitive and credible evidences for pre-
dicting and improving both teaching and learning outcomes
in the focused major.

The contributions of this paper include: (1) a multi-angle
preprocessing of course grades data, including decompo-
sition, extraction and conversion; (2) a set of novel visual
mappings and coordinated analysis views for effectively
exploring the overall, categorical and pairwise course cor-
relations from multiple perspectives of students, instructors
and semesters; (3) a top-down hierarchical correlation anal-
ysis process for general courses and program ones; and (4)
a comprehensive case study to demonstrate the effectiveness
and usefulness of MVCAS on real-world datasets.

2 Related work

In this section, we discuss the background and related tech-
niques of this work from two points of view: (1) analysis
of course grades and correlations, (2) visual mapping and
analytical techniques.

2.1 Analysis of course grades and correlations

Most educational institutions including Chinese universities
have deployed online coursemanagement systems to support
various teaching and learning activities [12,13]. The elec-
tronic records captured by these systems can be used to gain
richer and deeper insights in course grades, such as the cor-
relations and interplays between courses or course groups.
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The statisticalmethods have been often adopted to analyze
course data. For example, Pearson’s coefficient was often
used to quantify the student performance correlations with
prior knowledge [4], other course components and related
courses [5] or former students’ study traces [14]. Some tra-
ditional dimension reduction methods like PCA [15], MDS
[16] and clustering in data mining were also applied to sim-
plify the complexity among numerous variables of courses or
students so as to reveal the major courses that affect student
performance or to focus on the students in need of help [17].
Furthermore, some personalizedmulti-regression andmatrix
factorization approaches, initially developed for e-commerce
applications, can be used to forecast students’ grades in future
courses as well as on in-class assessments [18]. However, the
lack of sufficient visualization and interactivity limits their
ability to comprehensively explore and mine multi-level cor-
relations of courses throughout the overall major curriculum
from multiple perspectives.

Visual analytics techniques have also been applied into
the education field to analyze course-related data, especially
various learning data. For example, Mazza and Dimitrova
developed a system, called CourseVis, by use of techniques
from information visualization to visualize student track-
ing data in distance learning classes [19]. But CourseVis
aimed to help instructors understand social, behavioral and
cognitive aspects related to their students within a single
course. Gómez-Aguilar et al. presented a visualization tool to
explore the relevancepattern in the temporal frequencyof stu-
dents’ learning activities and their performance in eLearning
[20]. Although the analysis was performed across different
courses, the course–course relevance in students’ perfor-
mance was not addressed specifically. Ritsos and Roberts
investigated learning analytics and the potential of visual ana-
lytics in technology-enhanced learning (TEL) environments
[21]. As they mentioned, most of works in this field focused
on the exploration of detailed learning activities and pro-
cesses, still not extending visual analytics into the high-level
analysis of courses, such as between-course correlations and
better curriculum mapping. Vieira et al. conducted a more
systematic literature review of visual learning analytics of
educational data [22]. According to the results they got, little
work has been done to bring visual learning analytics tools
into traditional classroom settings focused on in our work,
and themost common relationship exploredwas between stu-
dents’ interactionswith a given tool and student performance,
not between different parts of the curriculum. In particular,
some visualization tools and visual analytic systems have
already been developed for MOOC data, and Qu et al. gave a
survey to summarize these works [9]. More recently, a visual
analytics system, called iForum, was further developed for
the in-deep exploration of MOOC forum data [10]. In these
existing systems, the visualization techniques were also con-
centrated on analyzing online learning behaviors.

There are some previous works that utilized interactive
visualization to explore course–course relationships from a
certain perspective [23–26]. Siirtola et al. developed a soft-
ware tool to visualize the curriculum contents and overlap
[23], while Gama et al. created a multi-level visualization to
enable the analysis of the interdependence among courses
in a university program from the perspective of course
semesters [24]. Both of these works did not specifically
consider the relevance of students’ performance in different
courses. Wortman et al. used graphs to explore success, fail-
ure and repetition patterns in student performance, butmainly
throughout the first three courses in computer science [26].
Raji et al. modeled and visualized the course–course rela-
tionships based on the grade similarity, which can support the
administrators to explore the student flow patterns through
the curriculum of eachmajor [25]. However, they did not fur-
ther discuss the relationship between different course groups.

Different from these existing researches, MVCAS aims to
reveal the between-course correlation patterns frommultiple
perspectives, such as course types, instructors, students and
semesters.Moreover, it allows for themulti-level exploration
of student performance correlations between two different
parts of the curriculum within an academic major.

2.2 Visual mapping and analytical techniques

To intuitively present distribution patterns of multi-category
course datasets and their relationships at multiple lev-
els, more comprehensive and effective visual mapping
approaches are needed.Thesevisualization techniques should
also be integrated with quantitative statistical analyses and
qualitative interactive exploration seamlessly so as to flexibly
analyze multi-facet correlations.

At the overall level, MVCAS represents each student’s
performance in all program courses and general ones. On the
one hand, this is a typical issue of high-dimensional data visu-
alization. Two traditional methods are to use 2D heatmaps
[27] and parallel coordinate plots (PCPs) [28]. The heatmaps
are more intuitive than PCPs in visual presentation, whereas
PCPs have more obvious advantages of interactivity. Hence,
we adopt the heatmap matrices to show all program courses’
grades of each student so as to allow overall observation from
multiple perspectives of students and use PCPs to visualize
general courses’ grades so as to allow interactive exploration
of grade distribution patterns. On the other hand, the num-
ber of program courses is much more than the number of
focused general ones, and it is necessary to connect these
two different dimensional subsets together for exploring their
correlations. In [29], a multiform visualization technique,
termed Domino, was proposed for effectively representing
multiple subsets and their relationships. Inspired by thiswork
and other commercial tools such as Tableau [30] and Spotfire
[31], we use connecting lines to combine the heatmap matri-
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ces with PCPs to form an interactively coordinated layout
and further embed histograms and stacked bar charts [32] to
represent the dynamics of grade distributions.

Moreover, to represent the statistical distribution of gen-
eral courses’ grades and at the same time show the detailed
distribution of programcourses’ grades under different statis-
tical segments, we use pixel bar charts [33] to integrate these
two types of information and visualize them comprehen-
sively. The basic idea is to use the histogram for partitioning
general courses’ grades into different segments (i.e., bars)
and fill in the corresponding bars with the color pixels encod-
ing the grade values of program courses.

At the categorical level, MVCAS visualizes different
groups of program courses and reveals their correlations with
general courses. First, under teaching classification, all pro-
gram courses are grouped by multidimensional attributes.
Their categories, grade characteristics and correlations with
general courses are represented simultaneously. Scatterplot
matrices [34] can make use of human perception of spatial
position and proximity to help users recognize the distri-
bution patterns. In order to reduce the space occupied by
rectangular scatterplots, radial visualizations that map data
in a circular fashion are becoming an increasingly popu-
lar method in high-dimensional information visualization
research [35]. Although this kind of radial layout can be used
to visualize the distribution of program courses under mul-
tiple teaching categories, it is difficult to present more than
two attributes of a single course simultaneously only by the
use of an individual data point. Hence, we use the circles
with different colors and sizes to replace the points in polar
scatterplots. This visual mapping allows for visualizing mul-
tiple statistical characteristics of program courses and their
correlation strength with general courses and interactively
exploring their details.

Second, under theme classification and association classi-
fication, program courses and their correlations with general
courses are shown in the clustering style. Tag clouds [36]
can intuitively display the distributions of multidimensional
datasets categorized by keywords or topics, while sunburst
graphs [37] can interactively display hierarchical datasets and
their groupings. MVCAS uses tag clouds to cluster program
courses based on their contents and topics and uses sunburst
graphs to present the hierarchical and abstract structure of
program courses based on students’ specialty knowledge and
skill factors derived from PCA.

In addition, to detect courses’ correlation patterns from
the perspectives of instructors or semesters, MVCAS needs
to divide program courses into multiple groups according
to different instructors or different semester and then map
their distributions and characteristics onto an easily com-
parable layout. The “small multiples” approach is known
in the visualization research field [38]. It uses the compact
visualization to support the comparison of multiple items

with multi-dimensional attributes. Therefore, we design two
novel layouts based on radar charts [39] and stacked area
charts [40], respectively. Radar charts map the distribution
of program courses grouped by each instructor, and stacked
area charts present the distribution of program courses along
different semesters.

At the detailed level, MVCAS represents the correlation
between a single program course and general one, shows
intragroup correlations of program courses and displays the
detailed grade distribution of a single course or a group of
courses. Scatterplots [34] can help users intuitively recog-
nize the pairwise correlation, while node-link diagrams [41]
can quantify the correlations using the line width. The infor-
mation conveyed by node-link diagrams is not so intuitive
as scatterplots [42], but the latter also has a few disadvan-
tages such as larger space occupation andweaker interaction.
Therefore, these visual methods are often combined with
each other in practice [43]. In this work, we comprehen-
sively apply these two techniques to map the pairwise and
intragroup correlations of courses onto the detailed views.

3 Task extraction and data processing

In this section, we extract correlation analysis tasks at multi-
ple levels, present the corresponding course data processing
from multiple perspectives and then summarize the derived
design rationales.

3.1 Multi-level tasks extraction

In this study, we took computer science major of our univer-
sity as an example and chose “Advanced Mathematics (i.e.
Calculus),” “Linear Algebra” and “Probability & Statistics”
as the focused general courses. During the whole develop-
ing process of MVCAS, we worked closely with two field
experts from the major. One of them is the department chair
who is responsible for assigning, monitoring and evaluating
all program courses’ teaching activities. His considerations
focus on understanding the whole correlations between two
parts, seeking the references for revising the curriculum and
course schedules and proposing the advices to instructors and
students for improving the performance of program courses.
Another one is a faculty member and undergraduate com-
mittee member in this major who has taught several different
program courses for more than ten years. Therefore, he is
also familiar with the structure of curriculum. He is inter-
ested in how students’ performance in mathematics courses
affects different students and different program courses.

From the concept design to prototype completion, we
went through three stages to collect and refine analysis pro-
cesses and requirements from field experts. In the first stage,
we organized a formal interview session with all experts
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Fig. 1 Correlation analysis tasks at three levels of abstraction with multiple perspectives

to understand the overview structure and classification of
program courses and to gather user requirements of analyz-
ing course correlations. After this interview, we also invited
or visited experts to have several informal discussions on
course details. In the second stage, we continuously pre-
sented a series of analysis components or working prototypes
to experts and wrote down their feedbacks and suggestions.
In the last stage, we completed a full version of MVCAS
and had another interview with experts to derive a concrete
use-case scenario of exploring various correlations between
two course types.

Based on the above interviews with experts, we extracted
analysis tasks hierarchically from top to bottom and from the
whole to details, as shown in Fig. 1.

Level 1 For an academic major, at first, the department
administrators want to know the whole grade relevance
between two types of courses from the perspectives of stu-
dents across several years (T1). So it is necessary to demon-
strate the distribution of programcourses’ performance under
different combinations of students’ mathematics achieve-
ments. The obtained course correlation patterns can be used
to predict students’ overall performance of program courses
according to their performance in mathematics and further to
make some early necessary interventions, such as improving
teaching process and optimizing course schedules.

Level 2 In viewof different categories of program courses,
the experts hope to further identify the influence of mathe-
matics courses on different types of program courses and
to explore the correlation between specific mathematics
courses and different groups of program courses. Accord-
ing to the experts’ suggestion, program courses are classified
from three perspectives of teaching categories (T2), theme
characteristics (T3) and statistical association (based on

PCA processing) (T4) so as to obtain various subgroups
of program courses and their correlations with mathemat-
ics courses. These correlation insights can be used for
reminding students to pay more attention to certain program
courses andmeanwhile reminding the corresponding instruc-
tors to pay more attention to some connections between
program-specific knowledges and general mathematic ones.
Moreover, they can also provide direct evidences for admin-
istrators to optimize and improve some particular parts of the
major curriculum.

In addition, by comparing and analyzing the correlation
between different instructors and mathematics courses (T5),
as well as between different semesters and mathematics
courses (T6), the department will more clearly know which
faculty members should pay more attention to mathematics,
and which types of mathematics should be attached more
importance in different academic periods to yield better out-
come for some program courses.

Level 3 In order to provide more concrete advices for a
specific program course or a subgroup, it is also necessary
to further identify the relevance between individual program
courses and mathematics courses (T7) and to demonstrate
more details of a single course (T8) or focused subgroup of
courses (T9). Such specific course information should allow
users for conveniently diggingout the grade distribution char-
acteristics and pairwise correlations of courses in the detailed
level.

3.2 Multi-perspective data processing

The course score data of computer science major for visual
analysis are derived from the original student-course grade
tables in the university’s educational database. Each line
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Fig. 2 Data preprocessing from the student and course perspectives

in these tables contains a student’s performance (i.e., a
hundred-mark score) in a certain class as well as other rel-
ative attributes such as the course name, number, academic
semester, lecturer, requirement mode, etc. In this work, a
class is the actual instantiation of a course. For each course,
we only extract students’ grades in the class taken by them
for the first time so as to eliminate the impact of retaking
the course. To meet user requirements for multi-level and
multi-perspective course correlation analyses, we conduct
a series of data processing. First, all grade records of both
general courses and program courses are extracted and clus-
tered from students’ perspective. Then, various course data
decomposition, PCA-based statistics and correlation compu-
tation between courses are conducted according to different
classifications of program courses, as shown in Fig. 2.

Student perspectives In order of their entry time, stu-
dents’ scores of program courses in all semesters are
extracted and grouped by each student to formoriginal record
sets of student-course grades. Then, according to their overall
performance in program courses, all students’ course grades
are clustered into three categories: “Excellent,” “Middle”
and “Poor.” In the first category, students’ grades in most
of courses are above 80 and none of courses taken by them
is failed. In the second category, students’ course grades are
relatively lower, but all are above the passing mark, namely
which are from 60 to 80. In the last category, students’ grades
in some courses are below the passingmark. In thisway, these
clustered student-course grades form a record set of program
courses sorted by students, thus paving the way for users to
make further analysis. In addition, students’ scores in three

mathematics courses are also extracted, and meanwhile, the
weighted average of every student’s mathematics scores is
calculated to represent his or her comprehensive grade in the
mathematics. The credit of each mathematics course is used
as the weight. All of these mathematical score data form the
corresponding students’ mathematics grade record set.

Course perspectives First, the Pearson’s coefficients for
each pair of program courses in student grades are calcu-
lated to form a set of correlation matrices that reflect the
interrelation strength among program courses. Then, several
attributes closely related to each course, such as instruc-
tors, semesters and course types, are extracted and then used
to divide program courses into different groups. Specially,
according to the usual teaching classification, course types
are divided into three dimensions: compulsory or elective
mode, theoretical or practical type, and high or low credit.
As a result, all program courses are classified into eight cate-
gories. Meanwhile, the average score and standard deviation
of each course aswell as its correlation coefficientswith three
mathematics courses are calculated, respectively, to formsev-
eral statistical record sets of program courses. Finally, we
extract student grades of all compulsory program courses and
those elective program courses which are taken by more than
half of all students, and conduct the dimensionality reduction
process with PCA to obtain students’ specialty knowledge
and skill factors. These factors reflect the main differences
of students’ performance in program courses. Furthermore,
the Pearson’s coefficients between these specialty factors and
mathematics courses are also calculated to form a record set
of program course association groups.
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Fig. 3 The main interface of MVCAS. a The heatmap matrices coor-
dinated with PCPs present overall correlations of course grade distribu-
tions. b The pixel bar charts demonstrate statistical distribution correla-

tions. c The polar scatterplot shows course grouping correlations in dif-
ferent teaching categories

3.3 Design rationales

According to the above-extracted analysis tasks and course
datasets, we derive the following design rationales to guide
our design of the MVCAS system:

R1: To reveal overall grade distribution correlations of the
whole program courses relative to general courses from
multiple perspectives of students (T1).

R2: To compare students’ grade correlation patterns of
program courses in different teaching categories with
general courses (T2).

R3: To examine correlation patterns of general courses and
program courses in different theme categories (T3).

R4: To demonstrate specialty knowledge and skill factors
of the curriculum and their correlations with general
courses (T4).

R5: To identify correlation patterns between general courses
and program courses taught by different instructors
(T5).

R6: To unfold correlation patterns between general courses
and program courses scheduled in different semesters
(T6).

R7: To depict the detailed grade distributions and statistical
characteristics of individual courses or course groups
(T7, T8, T9).

4 System design

In this section, we introduce the overall visual design and
main components of theMVCAS interface and then describe
their visual design details.

4.1 Overview

MVCAS mainly contains three kinds of views, which are
student views, course views, instructor and semester views.
These views assist the multi-level exploration of correla-
tions between general courses and program courses from the
perspectives of students, courses, instructors and semesters,
respectively. The layout of the main interface is shown in
Fig. 3. Student views are further divided into three parts,
which are heatmap matrices (Fig. 3a), PCPs and pixel bar
charts (Fig. 3b). The first two parts can be interactively
integrated together. Course views include polar scatterplots,
tag clouds and sunburst graphs, all of which share a same
region in the screen (Fig. 3c) and are switched from one to
another. Instructor and semester views include radar charts
and stacked area graphs. They share the same region with the
PCPs (Fig. 3a). The views and interaction with the system
are demonstrated in the accompanying video.

The user interface ofMVCAS is developedwithD3.js [44]
and fully web-based. The backend components use Python
to implement all of the data processing. Currently, consid-
ering the security of the university management system, all
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the exported course data and derived data are stored in the
off-line CSV files. From the initial concept design to the
whole prototype completion, we also followed several itera-
tions of the nested model for visualization creation [45], and
the development procedure lasted over a year.

4.2 Student perspective

4.2.1 Heatmaps coordinated with PCPs: presenting overall
distribution correlations

To unfold the overall correlation patterns of program courses
and general courses (R1), we develop the coordinated view
of heatmap matrices and PCPs to demonstrate and compare
students’ grade distributions in these two types of courses.

As shown on the left side of Fig. 3a, a series of heatmap
matrices linked with the PCPs are used to display the whole
program courses’ grades of all students. Students are grouped
according to their entry time. The entry time is labeled with
a two-digit year, for example, the number “07” at the top left
corner of the heatmap indicates the year of 2007. The color
mapping scheme of grade values is based on five segments,
i.e., below 60, 60–69, 70–79, 80–89 and 90–100. In such
a heatmap matrix, each colored rectangular cell represents a
student’s grade in one course. Each row represents a student’s
grades in all program courses, which are arranged in order
of academic semesters. From top to bottom, all rows of each
matrix are arranged in order of decreasing students’ overall
performance, which are clustered into three categories, as
described in Sect. 3.2. Each column represents all students’
grades in the same course, while the courses in different
semesters are separated by the vertical black line segments,
and the top gray bar represents the number of courses within
the corresponding semester.

Initially, a continuous linear colormappingwas performed
for the grade interval between 60 and 100. As shown in
Fig. 4a, the color confusion was too serious to distinguish
the distribution of different grade segments, thereby making
it difficult to identify the students’ overall performance. To
improve perception of differences in colors, the continuous
color mapping is optimized to the discrete one that encodes
the score values in the same grade segment with more sim-
ilar color than among different grade regions. Moreover,
five grade segments are further aggregated into three levels,
namely being the poor level (below 60 points), middle level
(60–69 and 70–79) and excellent level (80–89 and 90–100).
Similarly, the difference of colors used inside a same level is
less than between levels. By doing so, MVCAS can demon-
strate students’ grade distribution and clustered performance
much more distinctly within the same heatmap matrix. In
addition, the course columns are further reordered by the
course–course correlations so as to aggregate those highly

Fig. 4 The heatmap matrix for showing all program course grades of
students with a same entry time (the year of 2008). a The visual effect
before optimizing color mapping and sorting method. b Highlighted
student records after interacting with parallel coordinates

correlated course columns in space as well as to reduce the
visual clutter in color.

The parallel coordinates in Fig. 3a are used to display
the student grades in three mathematics courses and their
comprehensive performance in mathematics. To link stu-
dents’ mathematic records with their own program course
records, the left point of each polyline of parallel coordinates
is extended to the rightmost point of one row of rectangular
pixels in heatmap matrices. Thus, a series of coordinated
demonstrations and interactions will be applied to both of
views when users brush each axis of parallel coordinates.
This visual layout allows any combination of grade segments
of different mathematics courses to construct the query con-
ditions for the grade correlation exploration. One heatmap
matrix after interaction is shown in Fig. 4b, where the pixel
rows of selected students are highlighted. Through observing
the positions and colors of the changed pixel rows, which are
related to the selected ranges of mathematic grades in par-
allel coordinates, users can intuitively judge, which cluster
the corresponding students belong to on the whole and how
their overall performance in program courses goes.

To illustrate the overall distributions of selected students’
grades in all program courses as user filtering in parallel
coordinates, a statistical histogram is shown on the left side
of each heatmap matrix. Every bar represents the volumes of
students’ grade records in one grade segment, as shown in
Fig. 4b. Meanwhile, a stacked bar chart that dynamically
reflects different proportions of selected students in three
grade clusters, is also added next to the first left column of
each heatmap matrix. Through observing the change of this
statistical information when brushing in parallel coordinates,
users will have amore accurate identification of the students’
grade correlation patterns betweenmathematics and program
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course. In general, such a coordinated layout can support
well the correlation exploration between two groups of mul-
tivariate data with great difference in the number of attribute
dimensions.

4.2.2 Pixel bar charts: demonstrating statistical distribution
correlations

To further reveal the statistical correlation between all stu-
dents’ mathematic grades and their program course grades
(R1), another combined layout, namely the pixel bar chart
[33], is designed to depict the integrated grade distributions
of two types of courses. As shown in Fig. 3b, three groups of
histograms represent the distribution of all students’ grades in
three mathematics courses, respectively. The grades are still
divided into five segments in the same way as described in
Sect. 4.2.1. Every student’s grades in all program courses are
mappedonto a colored pixel row that fills into the correspond-
ing bar of histogram regions where his or her mathematic
grades belongs to.

In order to reduce subjective influences on student grades
like instructor rating, all the program course scores have
been converted from hundred-mark rating system to excel-
lent percentile rating system before visual mapping [13]. The
percentile value of excellent rate S is calculated as:

S = 1 − i − 1

n
(1)

where n registers the number of students who take the course
examination, and i=1, 2,…, n means the ranking order of
original scores. For those students who have vacancies in
some courses, for example they did not take these courses,
their vacancy scores of these courses are filled with the
weighted average scores of those program courses taken by
them so as to keep the same length of pixel rows for differ-
ent students. To reduce visual clutter, the percentile values of
excellent rate are clustered into three intervals that are [0,0.3),
[0.3,0.7) and [0.7,1], and the number of corresponding pixel
colors decreases from five to three. This makes it easy to
observe students’ program course performance relative to
five mathematical score segments through the color distribu-
tion of pixels. In addition, the space arrangement of student
records (i.e., pixel rows) within each histogram is based on
a radix sort that means ranking the number of courses in
different excellent rate intervals into which current student
performance falls. As a result, most of pixels are visually dis-
tributed from blue to red in vertical direction. However, the
previous version only arranges those who belong to the same
grade cluster (as described in Sect. 4.2.1) into a group with-
out reordering them within the cluster. Therefore, the color
distributions of pixel rows are less legible than the current
version, as shown in Fig. 5a.

Fig. 5 The design of pixel bar charts. a Before optimizing. b Original
arrangement of all specialty factors. c After sorting a single column of
factors. d After sorting all factors

Additionally, each student’s corresponding pixel row can
also be replaced by the scores of student’s specialty knowl-
edge and skill factors (i.e., principal components of program
course score datasets) calculated by the PCA (see Sect. 3.2).
These specialty factors of all students are arranged from left
to right in accordance with their information strength reflect-
ing students’ performance differences in program courses
(Fig. 5b). Moreover, to observe the correlation between a
certain specialty ability and mathematics course, the pixel
rows of students can be rearranged according to the scores of
this factor from high to low vertically, as shown in Fig. 5c.
However, if the pixel rows of bar charts are still arranged in
order of the overall performance of students, it is difficult
to provide users a clear insight of distribution patterns. The
reason is that the PCA processing has converted the origi-
nal score variables of highly correlated program courses into
one comprehensive variable. Therefore, through reordering
the factor scores of each column, respectively, a new lay-
out is provided, as shown in Fig. 5d, in which the statistical
correlation between each specialty factor and mathematics
courses can be more clearly observed through the distribu-
tion of colored pixels.

4.3 Course perspective

4.3.1 Polar scatter: investigating course grouping
correlations of teaching categories

To compare the correlation patterns between mathematics
courses and program courses in different teaching cate-
gories (R2), three scatterplots based on polar coordinates
are designed to demonstrate the integrated multidimensional
course information, as shown in Fig. 3 c. This information
includes the categorized correlations between the two types
of courses and some statistical characteristics of program
course scores. Each scatterplot corresponds to one of math-
ematics courses.

As shown in Fig. 6, the inner space of each big circle in
scatterplots is divided into eight sectors equally according to
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Fig. 6 The mapping rule of scatterplot based on the polar coordinate

three attributes of courses, which are the requirement mode
(compulsory or elective), the course content (theoretical or
practical) and the number of credit (low or high). In doing so,
each sector represents one of course categories, i.e., a partic-
ular combination of three attributes (such as the compulsory,
theoretical and high credit). The color of diagonal lines (and
center space of polar coordinates) encodes the correspond-
ing mathematics course. In each sector, there are some small
circles (called course circles) that represent individual pro-
gram courses belonging to the current category. The filling
colors of these circles encode course types. Their radius sizes
correspond to the grade correlation coefficients between pro-
gram courses and current mathematics course. Besides, the
positions of circles in polar coordinates are determined by
the course average scores avg0 and standard deviation sd0.
Assuming that the radius of the big circle is R, the distance
d between the center of the course circle (represented by the
black dot) and the center of the polar coordinate is calculated
by Eq. 2. Meanwhile, the corresponding radial angle θ satis-
fies Eq. 3, and the Cartesian coordinates of the course circle
center are determined by Eq. 4.

d = avg0 − 60

max(avg) − 60
R (2)

tan θ = sd0 − min(sd)

max(sd) − min(sd)
(3)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x0 =
√
2

2
R

tan θ + 1√
tan θ2 + 1

y0 =
√
2

2
R

1 − tanθ√
tan θ2 + 1

(4)

According to the above visual mapping scheme, all pro-
gram courses are grouped and allocated into scatterplots.
When a course performance is better, that is, the average
score is higher and the standard deviation is smaller, the cor-
responding circle will be farther from the center of polar

coordinate and its radial angle will be smaller. Three gray
areas in each sector can be used to distinguish the statistical
characteristics of course performance, which are the excel-
lent, middle and poor, respectively, as marked by (a), (b),
(c) in Fig. 6. Therefore, through observing the position and
size of course circles inside different sectors, users can intu-
itively judge the grade distribution characteristics of program
courses in any teaching categories and analyze their correla-
tions with the mathematics courses. Furthermore, there is a
slider on the top right of main interface for adjusting the cor-
relation threshold so as to filter program courses according to
their correlation strengths (Fig. 3c). Also, the other two slid-
ers on the right side are used for adjusting thresholds of the
average score and the standard deviation, respectively, so as
to change the visualized course sets based on students’ per-
formance interactively. What’s more, the interaction results
are also coordinated with other views, such as the course
theme tag clouds, instructor radar charts and semester stacked
diagrams, which will be discussed in the following part.

4.3.2 Tag clouds: exhibiting course grouping correlations of
theme categories

Todiscover the topics and contents of programcourses highly
correlated to threemathematics courses (R3),wedesign three
course tag clouds to represent these theme categories and
their characteristics.

As shown in Fig. 7a, each text tag represents a course sub-
set. The topic of every and each course is extracted by the
field experts according to its theme in the degree program’s
curriculum, such as “ProgrammingDesign,” “Database,” etc.
Thus, courses like “C++,” “Java” and “.Net” are clustered into
the group of “Programming Design.” The size of each tag
encodes the number of courses falling in the current subset,
in which the correlation coefficients of all courses withmath-
ematics courses exceed the given threshold (as described in
Section 4.3.1). For each course subset, the tag color is deter-
mined by the teaching category containing the largest number
of courses and keeps consistent with the color of the corre-
sponding course circles in the polar scatterplots.

4.3.3 Sunburst graphs: demonstrating course grouping
correlations of association categories

As described in Sect. 3.2, each of students’ specialty knowl-
edge and skill factors corresponds to several original program
courses. To unfold the correlations between these factors and
mathematics courses (R4),wemap these factors and program
courses into three sunburst graphs to present their hierarchi-
cal structure.

As shown in Fig. 7b, each sector of the inner ring corre-
sponds to a specialty factor, and its angle encodes the factor’s
strength of information on program courses’ grade differ-
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Fig. 7 Course grouping views. a Tag cloud for theme categories. b Sunburst graphs for association categories. c After unfolding a specialty
knowledge and skill factor

ences (i.e., the contribution rate of variation), whereas each
sector of the outside ring corresponds to an original program
course, and the angle represents this course’s contribution to
current PCA factor. The lightness of the sector’s color cor-
responds to the correlation coefficient between the specialty
factor (or program course) and current mathematics course.
The sectors are arranged in clockwise according to their cor-
relation coefficient value. Through unfolding a node in the
inner layer, this view also allows users to inspect the main
courses involved in this specialty factor and their correlation
with mathematics courses interactively, as shown in Fig. 7c.

4.3.4 Curve charts: depicting detailed grade distributions

To uncover the grade characteristics and pairwise correla-
tions of courses at the detailed level (R7), a set of course
curve charts are designed to show the detailed distributions
of student grades in a single program course or in a cate-
gory (or group) of program courses. When users click on a
course keyword in tag clouds, or a specialty factor in sunburst
graphs or an instructor/semester tag (described in Sect. 4.4),
the probability density plots of student scores in all corre-
sponding classes will appear on a popup view, as shown in
Fig. 8a. Each group of curve charts reflects the distributions
of student grades in current course across multiple years,
while each curve represents student grades in a specific class
that was taken by students with the same entry time. The
curves are color-coded by the year when students enroll into
the university.

In addition, the colored course circles corresponding to
ones in the polar scatterplots are added to the left side of
each curve chart. If the correlation coefficient between two
program courses is greater than or equal to a certain threshold
(e.g., 0.5), therewill be an arc linking these two circles and its
width indicates the correlation coefficient value. Using this
node-link diagram, users can quickly find the main course
typeswithin the current course group and identify the course–
course correlations.

Moreover, when a single program course is chosen, more
detailed statistical information (e.g., score average, standard
deviation and correlation coefficient) will be further dis-
played, as shown in Fig. 8b. To compare student grades
between this course and a certain mathematics course, a
scatterplot will also be integrated into this view. Through
dragging the mouse on the scatterplot to interactively inspect
different areas, users can study more detailed pattern of stu-
dent grades.

4.4 Instructor and semester perspectives

4.4.1 Radar charts: exploring association with instructors

Instructor radar charts are used to intuitively show the degree
of association between program courses taught by differ-
ent instructors and mathematics courses (R5), as shown in
Fig. 9a. First, the overall performance of each course is clas-
sified into three categories: excellent, middle and poor based
on their distribution in scatterplots. Thus, each radar chart is
composed of three colored sectors that represent three sub-
sets of program courses related to threemathematics courses,
respectively, and the radius of each sector encodes the num-
ber of courses in the corresponding course subset, as shown
in Fig. 9b. Then, based on the principle of small multiples
[38], all radar charts are arranged into a matrix layout. The
row represents the same performance category of courses
taught by different instructors; the column indicates three
different performance groups of program courses taught by
the same instructor. Only those program courses whose cor-
relation with mathematics exceeds the given threshold are
chosen. The threshold is the same as used in scatterplots
described in Sect. 4.3.1.

In addition, all columns indicating different instructors
are ranked from left to right according to the total number of
courses highly correlated with mathematics. This instructor-
course style layout can support multi-faceted observation,
exploration and comparative analysis of program course per-
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Fig. 8 Course curve charts. a Score distributions of a group of courses. b Details and score distributions of a single course

formance characteristics from the perspectives of different
instructors and different mathematics courses. For example,
the administrators of the academic major can easily find
which instructors should pay more attentions to the influ-
ence of mathematics, and which mathematics course should
be paid more attentions by different instructors.

4.4.2 Stacked area graphs: revealing association with
semesters

To unfold correlation patterns between general courses and
program courses from the perspective of different semesters
(R6), stacked area graphs are designed to visualize the distri-
butions of program courses along all eight semesters during
four academic years, as shown in Fig. 10a. These courses’
correlations with mathematics courses are above the given
threshold. Horizontally, each stacked graph corresponds to a
group of students enrolled in a same year, which is labeled
with a two-digit number on the left. The height of the curve
at each semester (labeled with “1–1,” “1–2” and so on)
represents the number of courses, and the color brightness

distinguishes three course categories of excellent, middle
and poor performance. Vertically, there is a gray band used
to mark the semester in which current mathematics course
is taken. The course “Advanced Mathematics” lasts two
semesters (“1–1” and “1–2”), and the other two mathemat-
ics courses last one semester. Thus, when examining the
stacked graph horizontally, users can explore the semester
distribution of program courses that are highly correlated
to mathematics during four academic years. While doing
inspection vertically, users can compare these courses’ per-
formance among different classes.

Meanwhile, to help users make comparison among three
mathematics courses conveniently, a global view including
three groups of stacked area graphs can be interactively
chosen, as shown in Fig. 10b. Different colors of curves
correspond to different mathematics courses. In contrast, to
provide more detailed distribution of courses, a “focus +
context” interaction technique is adopted, with which the
stacked graph of a focused class can be zoomed in, as shown
in Fig. 10c.
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Fig. 9 a The overview of radar charts. b The layout of a single radar chart

Fig. 10 Stacked area graphs of
academic semesters. a The view
corresponding to one of
mathematics courses. b The
overview integrating three types
of mathematics courses together.
c Zooming in on one of charts
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4.5 Multi-view switching

In order to effectively support the multi-perspective and
multi-level exploration process, besides those within-view
interactions like selecting, filtering and linking, a series of
between-view switching interactions are further designed.

As shown in Fig. 3 , the center part of the main inter-
face can be switched from the view of parallel coordinates
(the student perspective) to the combined association view
of radar charts and stacked area graphs (the perspectives of
instructors and semesters). The inner contents of pixel bar
charts at the bottom of interface can also be switched among
three different perspectives (see Sect. 4.2.2), thus making it
easy to observe overall correlations of focused mathematics
courses and all programcourses, student specialty factors and
even any single specialty factor, respectively. The right part
of interface can be switched among three course views for
allowing the between-course correlation analysis of student
performance from the perspectives of teaching categories,
course themes and student specialty factors (see Sect. 4.3).
Furthermore, the curve charts of students’ course grades can
also be interactively generated and pop up from the above
course-related views, instructor-related views and semester-
related views so as to easily support users to observe the
detailed student performance in an individual course or mul-
tiple courses.

5 Case study

In this paper, the current MVCAS prototype was developed
based on a real-world course grade dataset of the computer
science major over a period of 8 years (2007∼2014) from a
Chinese university. The course data contain a total of 21464
original grade records, involving 244 students and 47 pro-
gram courses. These program courses were taught by 19
instructors. The analyzed general courses are three mathe-
matics courses, which are “AdvancedMathematics,” “Linear
Algebra” and “Probability & Statistics.”

To assess the effectiveness and usefulness ofMVCAS, we
invited the same two field experts, as described in Sect. 3.1,
and two senior students from this major to use the system to
examine these course grade data. The expert evaluation was
conducted through a semi-structured interview. It took us
about 30 minutes, at first, to describe the data, demonstrate
the system and instruct them to learn various interactions.
Then, they tried to conduct multi-level and multi-perspective
exploration in the following 60 minutes. We recorded their
informal feedbacks and suggestions during thewhole process
for later analyses.

5.1 Exploring overall correlations between
mathematics and program courses

First, the experts wanted to examine the overall distribution
and correlation patterns of students’ performance in the two
types of courses (R1). From the heatmap matrices mapping
students’ performance in all program courses and the PCPs
showing the grade distributions of threemathematics courses
(Fig. 3a), they gained the first overview of students’ achieve-
ments in dozens of courses across multiple academic years
and deeper insights into different characteristics about stu-
dents’ grades in these mathematics courses: “It is so obvious
that more students got the low achievement in ‘Advanced
Mathematics’ than in the other two mathematics courses!
Perhaps, as their first mathematics course, the department
should remind students (freshmen) make more efforts in this
course.”

Through further observing three pixel bar charts below the
PCPs (Fig. 3b), they noticed that as mathematic grades grad-
ually increased, the overall percentage of red pixel blocks
inside the colored bars gradually decreased from left to right,
while the change of blue ones was inverse instead. This indi-
cated that if students’ mathematic performance was better,
then they hadmore possibilities tomake a better performance
in program courses. “It verified a subjective guess that stu-
dents’ scores of three mathematics courses were positively
correlated to their scores of program courses in different
degrees,” the department chair said.

Moreover, the experts observed that student scores in
“AdvancedMathematics” and “Probability & Statistics” pre-
sented more obvious characteristics of partial distribution
than in “Linear Algebra.” So they decided to conduct more
detailed exploration on individual mathematics courses.
Through comparing three bars of the score interval below
60 with one another and interactively examining the coor-
dinated view of heatmap matrices and PCPs, they found
that students with lower scores in “Probability & Statistics”
also showed poorer performance in the other two mathe-
matics courses and most of program courses. However, if
students got lower scores in “Advanced Mathematics” or
“Linear Algebra” but relatively higher scores in the other
mathematics courses, their program courses’ scores were not
necessarily lower. The stacked bars on the left of heatmaps
also showed that some students still got good or middle per-
formance in a few program courses (Fig. 11a). One expert
said to another, “Compared to the other two mathematics
courses, ‘Probability & Statistics’ showed higher correlation
with program courses in the computer science major.” Two
students expressed the similar feeling. Judging from this, the
experts considered using students’ performance in “Proba-
bility & Statistics” to predict their overall performance in
program courses in future.

123



Multi-level and multi-perspective visual correlation analysis between general courses and program…

Fig. 11 The view of heatmap matrices when selecting students with
poor performance in “Advanced Mathematics” and good performance
in two other mathematics scores in parallel coordinates. b The view of

pixel bar charts for showing all ordered specialty knowledge and skill
factors. c Tag clouds of program courses

In addition, after the experts switched the pixel bar charts
to show the overall distribution of students’ specialty knowl-
edge and skill factor scores, they also clearly observed a
positive correlation between these factors and mathematics.
Specially in the “Probability&Statistics” histogram, the ratio
of red pixels to blue ones among different score segments
had more obvious changes than in the other two histograms
(Fig. 11b), which perhaps indicated that this mathematics
coursewas highly correlated to students’ comprehensive spe-
cialty abilities once again. When switching the pixel bar
charts to the original distribution of specialty factors ordered
by each student, they found that overall correlations between
these factors and mathematics became rather obscure. But
after reordering the pixel rows according to the score of a
single factor, as shown in Fig. 5c, they found that there was
still a strongly positive correlation between this specialty fac-
tor and mathematics courses.

5.2 Exploring the grouping correlations of courses

After having explored the overall correlation patterns, the
experts focused on polar scatterplots to investigate the
correlations between mathematics and program courses in
different teaching categories (R2). Through comparing the
size of course circles inside three scatterplots (Fig. 3c), they
found that whether from the overview or from the view of
individual teaching categories, both “Advanced Mathemat-

ics” and “Probability&Statistics” had strong correlationwith
more program courses and more course types than “Linear
Algebra.”Moreover, “AdvancedMathematics” showedmore
highly correlated with theoretical program courses, as shown
in the upper half part of corresponding scatterplot in Fig. 3c.
Perhaps apart from the specific mathematic knowledge, the
ability for abstracting and logical thinking developed in this
course was useful for learning the computer theory knowl-
edge, they guessed. So students should be suggested to pay
more attention to the training of logical thinking ability while
learning “Advanced Mathematics” during their first year,
thence establishing a more solid foundation for studying the
following program courses. By further observing the distri-
bution of each particular type of course circles, they also
found that the standard deviation of student scores in com-
pulsory theoretical courses with high credit (visualized by
yellow circles) was generally larger than in the other course
types. That indicated that students’ performance in these
important program courses had more significant difference.
There may be a potential pattern that “if a student’s score in
Advanced Mathematics was better, his or her performance
in this type of program courses would be also relatively bet-
ter, and vice versa.” Therefore, they thought these program
courses’ instructors should pay more attention to students
with poor performance in “Advanced Mathematics.”

Then, the experts wondered what the correlation patterns
of program courses in different theme categories might differ
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(R3). From Fig. 11c, they found that “Advanced Mathemat-
ics” and “Probability & Statistics” were highly correlated
with the subgroup of “ProgrammingDesign.” Through click-
ing on the “ProgrammingDesign” tag in the course tag clouds
corresponding to “Probability & Statistics,” the grade curve
charts of involved courses were displayed, respectively (R7),
as shown in Fig. 8a. From these grade distributions, the
experts found that most of these courses were also highly
correlated to one another, and some courses were similar to
“Probability & Statistics” in the grade distribution pattern,
while others were inverse to that. Since the grade distri-
bution of “Probability & Statistics” was right skewed, it
indicated that “although some students’ grades in ‘Proba-
bility & Statistics’ fell in a high score range, their grades
in some programming courses might be still in a relatively
low score range.” This could offer a reminding that although
those students with better performance in “Probability &
Statistics” could get the high achievement in most of pro-
gramming courses, they still needed to pay more attention to
their learning of some particular programming courses.

To further analyze the characteristics of program courses
in different association groups and detect their correlation
with mathematics, the experts chose to visualize the course
sunburst graphs (R4). Consequently, they found that the
main specialty knowledge and skill factors were “Computer
Architecture” and “Major foundations.” Of them, the “Major
foundations” factor was strongly correlated with all three
mathematics courses and meanwhile it also had the strongest
ability to represent the overall performance differences of
program courses (Fig. 7b). After unfolding this factor, they
further found that it was mainly composed of six courses
including “(Computer) Composition Principle,” “Operating
System (OS),” “Computer Network,” “Java Programming,”
“Principle ofDB(Database)” and “AssemblyProgramming.”
All of themwere highly correlated with mathematics courses
(as shown in Fig. 7c). “The math is really so important!”,
exclaimed a student. Therefore, the experts thought that this
type of courses required more attention from the department
and students. It was necessary for the relative instructors to
further delve into the intrinsic reasons of high correlation and
think about effective methods to improve courses’ teaching
outcome from the course-content and course-thinking per-
spectives.

5.3 Exploring the correlation of a single program
course withmathematics

Based on the above findings of course grouping correlation,
the experts wanted to know the detailed correlation patterns
of mathematics courses with individual program courses,
especiallywith those in the compulsory, theoretical and high-
credit category (R7). In the polar scatterplot corresponding
to “Advanced Mathematics,” they clicked on the course cir-

cle of “Computer Network” to open its curve chart and then
observe the detailed information. According to the shape of
course grade curves, as shown in Fig. 8b, it can be determined
that the proportions of both high scores and low scores in this
course were relatively large. Furthermore, through selecting
different regions of the scatterplot at the bottom of the popup
window, they identified that most of students who failed in
the class of “Advanced Mathematics” could not pass this
course, whereas almost all students with a high grade over
90 in “Advanced Mathematics” had a grade over 80 in this
course. “These discoveries are alsomeaningful tomakemore
specific advices for our instructors and students,” one expert
said.

5.4 Exploring the association of mathematics with
instructors and semesters

Finally, after the above course–course exploration, the
experts shifted their focus to the instructor-course and
semester-course views (R5, R6). As shown in Fig. 9a, they
found that the courses taught by the instructors “d4” and
“e6” were closely associated with “Advanced Mathematics”
and “Probability&Statistics.”What’smore, through inspect-
ing the corresponding course curves, they further determined
which courses the instructors should pay more attention to.
Also, in the stacked area graphs of semesters, they observed
that most of program courses highly correlated to “Advanced
Mathematics”were distributed in the semesters of 2–2or 3–1,
mainly following the semester in which “Advanced Math-
ematics” was taken. But as for “Probability & Statistics,”
there are more correlated program courses taken in the same
semester, as shown in Fig. 10b. “Although we have known
that students’ performance in mathematics courses would
have influence on their studying in the following program
courses, it is the first time for us to observe these distribu-
tion patterns in time series so clearly,” one expert said to
another, “These phenomena can also be used to remind our
instructors to pay attention to different kinds of mathematic
knowledges in different academic stages of students, and to
take into consideration the preceding mathematics courses in
their teaching.”

6 General feedback and discussion

After the field experts had made several rounds of iterative
exploration in this system, we conducted a discussion with
them to further analyze the advantages and disadvantages of
the system.
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6.1 System advantages

The experts showed great interest in using MVCAS and
believed that the significant advantage of this prototype was
to support the exploration and analysis of the complex corre-
lation patterns between general courses and program courses
at multiple levels and from multiple perspectives. First, sev-
eral types of course-associated information and statistical
data, which were decomposed, extracted and transformed
from the traditional student-course grade database, were of
great meanings and values for studying student performance
correlations among different types of courses. Second, var-
ious visual mappings and their combination provided novel
and effective support for representing and discovering poten-
tial grade patterns between courses. Furthermore, several
integrated views can help users to establish a more intu-
itive, sensitive and effective correlation model and support
comprehensive analysis of the complex association between
these two types of courses from the perspectives of students,
courses, instructors and semesters, respectively.

The hierarchical correlation analysis process can also pro-
vide rich evidences and clues to students, instructors and
administrators so as to jointly enhance the teaching and learn-
ing outcomes in program courses. Specifically, the obtained
correlation patterns at the overall level can be used to pre-
dict the whole performance of the major curriculum and to
prepare intervention measures in advance; the specific corre-
lation patterns and phenomena, obtained at the classification
and grouping level, were helpful to guide students to make
efforts in learning certain types of program courses and help-
ful to remind the instructors and administrators to attach
more importance to some particular groups of students as
well as the connection between specialty knowledge and gen-
eral mathematics knowledge in different semesters; the more
detailed features derived from pairwise comparisons can be
used to assist instructors to detect the intrinsic reasons for the
association between their teaching courses and mathematics
from the perspectives of knowledge and thinking.

6.2 System limitations

Although this visual analytics system can effectively support
hierarchical analysis tasks from multiple perspectives, it still
has some limitations, mainly including the following three
aspects.

Analysis methodsWhile MVCAS provides plenty of visual
mappings and views to allow for intuitive exploration, there
are still a few deficiencies in the fusion with automated data
analysismethods in the current prototype. For instance, when
exploring the detailed patterns of course–course correlations,
users can only make subjective judgments on the differences
among the score distributions. Perhaps it would be neces-

sary to introduce a more quantitative measurement of grade
similarity for helping users to conduct more efficient analy-
ses between courses. In addition, the experts suggested that,
besides the PCA, other statistical methods like MDS and
interactive regressionmodeling [46] couldbe applied to assist
the existing visual exploration.

Visual mapping As shown in Fig. 3a, each heatmap matrix
is composed of multiple visual components with different
styles. For example, besides the left-hand histogram and top
gray bars, which represent some statistical information of
students and courses, a stacked bar chart is added into each
heatmap matrix to demonstrate the dynamic proportions of
students in different grade clusters. Each row of heatmap
matrices is further connected with the PCPs at different posi-
tions. This design requires bit learning for users who are not
familiar with the multiform visualization. Exploring a more
concise and straightforward visualization design is necessary
to improve the ease of use. In addition, the polar scatter-
plot integrates multiple dimensional attributes of program
courses. It is also a bit difficult to distinguish the exact course
categories. Therefore, we plan to present more text hints and
visual indicators along with user interaction.

Case study The current use case in MVCAS is mainly
focused on the exploration of various correlations between
mathematics courses and program courses from a special
degree program. The type and number of general courses
are still relatively limited. Different types of general courses
could have influence on different parts of the curriculum.
Moreover, there are different course modules and categories
in different degree programs. So it is necessary to extend
courses’ and students’ records to a larger scale and expand
academic majors to a more diverse range in order to make
further assessment of the system’s applicability. In addition,
it is also needed to conduct a more quantitative evaluation
for further assessing user performance and experience [47].

7 Conclusion

This paper has taken a set ofmulti-level andmulti-perspective
approaches to design a visual analytics system named
MVCAS. It allows analysts to explore the complex relation-
ship between several important general courses and a wide
range of program courses within a college major compre-
hensively. Through the multi-angle statistical computation,
transformation and visualization of the traditional student
grade data, MVCAS helps demonstrate and discover various
correlation patterns between two types of courses at the over-
all, categorical and pairwise levels, respectively, and further
helps investigate the potential causes. A series of multi-view
coordinated layouts, such as the heatmaps combined with
PCPs, pixel bar charts, polar scatterplots, etc., are used for
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representing course correlations from the perspectives of stu-
dents, courses, instructors and semesters. The evidences and
clues derived from the case study have demonstrated the
effectiveness and usefulness of MVCAS in helping mul-
tiple participants, including administrators, instructors and
students, to improve the teaching and learning process of
program courses collaboratively. Moreover, this correlation
analysis and visualization method can further be applied to
similar visual analytics of multivariate data in other fields.

In the future, we plan to further boost the analytical
efficiency and ability of MVCAS by introducing more quan-
titativemeasurements basedon statisticsmodels andmachine
learning methods. Meanwhile, since each of colleges and
majors could have particular characteristics in the relation-
ship between courses, we would like to extend MVCAS to
more other academic majors’ datasets so as to enhance the
scalability and adaptability of visual analytical components.
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